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WAVE AND CURRENT RIPPLE FORMATION AND MIGRATION DURING STORMS
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Abstract

Field observations of bedform response to combimade-current flows were obtained within the sumealong the
Delfland coast, The Netherlands, as part of the MEEX Field Experiment in the fall of 2014. Fine kcaeafloor

topography was observed with a rotating pencil beanar along with co-located observations of waares currents.
New methods for sonar processing were implemertdihd fluid-sediment boundaries, quantify bedfogeometry,

and estimate bedform migration rates. Observedobedfieometries with wavelengths ranging from 0d2.6 m and
migration rates between 0 and 3 cm/min are stroimglyenced by variations in the flow field duettee spring-neap
tidal cycle as well as forcing from several storvergs. Results suggest that the combined effectsoof waves and
mean currents most strongly influence small scalephmdynamic behaviors.
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1. Introduction

In coastal environments small scale bed roughregs $and ripples) can have a significant influeoce
local hydrodynamics (Traykovski et al., 1999). e hearshore, waves, tidal currents, river currestésm
surge, and alongshore currents can each contriigiéficantly to local morphodynamics. In partiayla
nonlinear combination of waves and currents caongly influence bedform geometries and sediment
transport (Lacy et al., 2007). Many field and laddory observations of bedform evolution have beaden
under wave dominated conditions (see Soulsby eR@05) however, far fewer have been made under
combined wave-current flow®.g. Li and Amos, 1998; Gallagher et al., 1998; Lacy et al., 2007; Larsen et

al., 2015). Significant differences exist betweerrent generated bedforms and those generated bgswa
(Fredsge and Deigaard, 1992), and so parametenipinghness in combined flows using results from
only-wave or only-current conditions may lead tsmpresentation of sediment transport flux estisate
morphologic modeling. In order to better predia #ffects of bedforms on larger scale sedimenspart
patterns, it is important to improve understandiggrodynamic forcing drives the evolution of snedale
coastal morphology, and the influence that combiimgls have upon these changes.

Surf zone observations of wave and current inddmetform formation and migration during spring-neap
tidal variations and the passing of several stowase made on the Delfland coast of The Netherlands.
Data were collected at the Sand Engine as a paneoMEGA-Perturbation EXperiment (MEGAPEX) in
the fall of 2014. Since the installment of the 2@lion cubic meter sand mega-nourishment in 2011,
nearshore morphology has dramatically changed shap®11 the Sand Engine extended 2 km in the
alongshore and 1 km into the North Sea, and by 204#etched to 4.5 km alongshore and contraated t
700 m seaward (Stive, et al. 20 Radermacher, et al. 2017).

Our research focus is on fine scale spatial angh¢eah resolution of seafloor morphology that respom
the combined influence of storm waves and strongeats in the nearshore, and forms one of few
observational data sets of bedforms under combiraae-current flows.
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2. Methods
2.1. Instrumentation

Local small scale morphology and hydrodynamics were observed just seaward of the low tide shoreline at
the tip of the Sand Engine (Figure 1). Seafloor topography was obtained with a stationary sweeping and
incrementallyrotating 1 MHz Imagenex 881a pencil beam sonar with a 3 m diameter footprint, sampled
every 20 minutes with a 1.4° sweep step and a 2.4° rotation step from 26 Sept. to 23 Oct. 2014 (day of year
269-296). The vertical profile of horizontal currents measured using a downward looking high resolution
acoustic Doppler current profiler (ADCP) positioned ~0.4 m above the bottom boundary and sampled at 4
Hz in 20 minute bursts every hour. The mean low water depth was -0.3 m NAP (Normaal Amsterdams
Peil) and the median sediment grain size was 350 pm. Generally, the tidal range was approximately 1.5 m.
These observations were collected just seaward of the shore break.

[km]
z [m]

Figure 1. Sampling location and instrument set up. a) Sand Engine mega-nourishment, North is toward the positive y-
axis, East is toward the positive x-axis. b) Close-up showing sampling location marked by white circle. ¢) Schematic
showing instrument setup; upper instrument is an Imagenex pencil beam sonar (located 1 m from the boundary); lower
instrument is a downward looking high resolution ADCP (located 0.4 m from the boundary).

2.2. Morphologic Statistics

Statics of bedform wavelength (A), height (#), direction (¢), migration rate (Vys), and migration direction
(fmig) are determined through analysis of sonar return data. These statistics can be determined using
processed bathymetries found through analysis of the sonar intensity data for every sonar sweep (e.g.
Figure 2).

Figure 2. Ripple profile at peak of storm showingvelangth of 2 m and height of 25 cm (Julian day.@85or
reference to time series in Figure 4). Image cstale is intensity of acoustic return, where regshégh intensity and
blues are low intensity. Bottom return is indicatgdthe dark red line signal. The sonar head istéutat the top
center of the image. The white circles are theltesuhe WMS bottom finding method and the whitargles are the
result of the BDI bottom finding method. Scale bares shown in lower left hand corner.
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2.2.1.Bottom Finding

Bottom position within each sonar dataset was fobpddentifying the high intensity return regionr fo
each sonar ping using two methods. The first issgted mean sum (WMS) method, which works well
for return data with high grazing angles (data inith30° of the sonar nadar). The second is a bgarin
direction indicator (BDI) method, which works wddlr intensity returns at low grazing angles. WMS is
applied to each sonar ping return time series abti8 applied considering every sonar ping retunmet
series in an entire sonar sweep (see Figure 2). Sleep is composed of many sonar pings, each
originating from the sonar head (Figure 2). Thisuases that the acoustic return for each ping within
sweep is the same with respect to the relative tfrthe return pulse. Using estimates of sound Gpee
ping angle, return timd, can be transformed into a distance from the sbead, so within each sweep the
coordinate system is,(2), wheres is the horizontal distance away from the sonadhandz is the vertical
distance away from the sonar head. A sonar pingndtme series for any given direction is hencisfor
referred to as an individual beam.

The WMS method is defined by a summation over tfneeturn along an individual beam,

1 i B
WMS = 21 ™ (1)

Dot T

where,n; is the acoustic return time along any beanfrom the sonar head to the extent of the cobbecti
(somewhere below the boundary return), @i a weighting factor, set to 10 (SeaBeam, 2000g
location of the highest WMS for each beam is #)e)(location of the bed.

The BDI method assumes that every sweep of theilpeeam sonar is analogous to one pulse from a
multi-beam sonar. At low grazing angles, multipkains in a sweep for a given timewill capture a
return from the same piece of boundary, especigaithere are bedforms present. By combining tharret
information from all beams gives a better estimatib the location of the bed. In essence, the BBthod
takes into account the intensity peaks of all beam@s given sweep for some return time. Each peitk w
intensity greater than a given noise thresholdfiarngith a 3-5 point parabola. Within a given sweep
locations where the return signal is interactinghwie boundary at a low grazing angle, there bélltwo
parabolic fits to the signal return, one for thedirection from the sonar head and one for-thdirection.

In the ideal case the center peak in both direstisifi have the strongest intensity return. Thekpefthe
fitted parabola in Cartesian coordinates is the)(location of the bed (SeaBeam, 2000).

After all (s, 2) bed locations are determined using both WMS abt] Bie respective sweeps are rotated in
a horizontal plane around the sonar head to daterrfie relative X, y, 2) position rendering a local
bathymetric map for each sonar run.

2.2.2.Estimating Bedform Geometry and Migration Rates

From the 2D local bathymetry maps, the dominanpleépwavelengths, heights, and orientations are
determined with 2D spatial spectral analysis (Maiat Hay, 2009; Becker et al., 2007). The 2D spatial
spectra have axes of wavenumlsgandk, (1/m), and energy densitg,(m*). The location of the dominant
peaks in the spectra indicate the associated badf@ve number, where bedform wavelength, oriematio
and height are defined, respectively.
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A =2n/(kS + k3)°%, (2)

o, = atan(ky/kz), (3)

= 4\//fn(k}?dk$dky. (4)

The calculation of bedform height, #, is analogous to a significant ocean wave height calculation from
temporal spectral analysis (Traykovski, 2007; Penko, et al., 2016). Figure 3 shows three example
bathymetries and their corresponding 2D spectra.
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Figure 3. Bathymetry maps (a-f) and 2D spectra of a-c (h-j) and 2D cross correlations between a-d, b-e, and c-f (k-m).
Orientation of image is —y directed onshore, +x directed towards the NE, -x directed toward the SW as seen in Figure
1. (a-f) Local bathymetry maps found using the WMS and BDI methods. (h-j) 2D spectra of bathymetries a-c,
respectively. Orientation of lobes shows orientation of bedforms, and position of lobe corresponds to bedform
wavenumber. (k-m) 2D cross correlation between bathymetric pairs. The location of peak correlation corresponds to
the magnitude and direction of bedform migration between bathymetric pairs. Ex: Panel b) has a wavelength of 1.1 m,
orientation of 45° from shore normal to the NE; migration distance in a 20 minute period between image pairs is 7 cm,
which corresponds to a migration rate of 0.35 cm/min; migration direction is 80° from shore normal to the NE.
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To find migration rates and migration direction@ cross correlation was used. The 2D cross cdioala

Pxy» 1S defined as

pe \ _
Iﬂry — [lf #t.r,[b’r ;uy] [5]
'ga'gy

where,x andy indicate the subsequent bathymetries in time #inatbeing compared spatially,is the
mean, and is the standard deviation (Bendat and PiersolDR(rom the maximax, Y., in the 2D cross
correlation, the migration rate and migration dii@t can be found, respectively, by

VIS + U (6)

1:mi'_c;l = f
Omig = Atan(Ym/Tm), (7)

respectively, wherg, is the time between the subsequent bathymetry pajure 3 shows three example
bathymetry pairs and their corresponding 2D craseetation.

2.3. Hydrodynamic Statistics

Hydrodynamic statistics were calculated using messuelocity components from the ADCP. The current
velocity, U, and directiong., were found, respectively, by

2

U=vVu+7, (8)

¢. = atan(v/u), (9)

whereu andv are the horizontal components of velocity anddherbar represents a 10 minute mean. By
removing the mean current,

Uy = VU2 +02 U (10)
the orbital velocityy,, is calculated using the root mean square velasty
U, = v@\/ [u2 (11)

and the direction of the wavag,, is defined with

b = atan((v —7)/(u —7)). (12)

3. Resultsand Discussion

3.1 Hydrodynamics
Bedform geometry and orientation is a result of lydrodynamic forcing imposed upon the boundary.

Time series of bedform wavelength, orientation, natign rate, and migration direction are shown in
Figure 4d and 4e, along with time series of waggths (4a), mean current magnitude (4b), and rivisabr
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velocities (4c). The variability in hydrodynamic forcing drives the bedform geometry and migration
patterns. The color scale represents flow direction, bedform orientation, or bedform migration direction.
The magnitude and direction of the current indicate that the mean current is highly dominated by tides. The
predominant tidal orientation on the Delfland coast is shore parallel, with flood tides directed toward the
NE and ebb tides toward the SW (see Figure 1 for reference). The magnitude of the current during flood
tide is generally stronger than during ebb tide; however, with additional storm forcing the wave-driven
flow exceeds the tidal flow in the inner surf zone. The time series goes through 2 spring-neap cycles and
has 4 storm events (indicated in Figure 5). Spring flood tidal currents are stronger than those during neap.

wo

270 275 280 285 290 295
time [day of year]

Figure 4. Time series of hydrodynamic and bedform statistics colored by flow direction or bedform orientation as
indicated by the color wheel (white is directed onshore, dark red and blue are alongshore, with red flowing or oriented
toward the NE and blue toward the SW as seen in Figure 1). a) depth. b) current magnitude. ¢) wave orbital velocity. d)
bedform wavelength. ¢) bedform migration rate.

At the Sand Engine, wave forcing is driven by frequent offshore storms lasting typically 1-3 days. The
magnitude of the wave orbital velocity at the sampling location within the inner surf zone (Figure 4c)
increases with the onset of storms but is tidally modulated due to wave breaking on the offshore sandbar at
lower stands of the tide. In general, waves came from the NW during the experiment and strike the coast at
an angle driving a longshore current to the SE.
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3.2 Bedform Geometry and Mobility in Response to Waves and Currents

Bedform wavelengths (Figure 4d) and migration rates (Figure 4e) are influenced by both mean currents and
waves. During spring tide (day of year 270-275) bedform wavelengths and migration rates are strongly
influenced by large tidal currents, increasing and decreasing as a function of current magnitude. At day of
year 278, 281, 283, and 293, the bedform wavelengths and migration rates increase during the passing of a
storm. Bedform migration direction is qualitatively influenced by the direction of the current. Bedform
migration direction is influenced by both wave direction and current direction with a bias toward the
direction of the currents. Bedform orientation shows similar patterns, but is not as strongly influenced by
current direction. The largest and most mobile bedforms occur when both the waves and currents are
strongly contributing to the hydrodynamic forcing (as seen between day of year 293 and 296).
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Figure 5. Time series of hydrodynamic forcing ratio and corresponding histograms of bedform wavelength for each
forcing segment. Each histogram accounts for only those bedforms occurring within that highlighted segment; however
distribution probability is relative to all observations, and hence the probability of occurrence, p, for any individual
wavelength within each distribution is small. Spring tide, neap tide and periods with additional storm forcing are
labeled above the top panel. a) Time series of depth. b) Time series of ratio of current velocity and wave orbital
velocity colored in segments by periods of spring tide and neap tide with or without added storm forcing. Dashed lines
indicate thresholds for wave dominant, combined wave-current dominant, and current dominant forcing as described in
the text. ¢) Time series of bedform wavelength colored in same way as panel b. A-H are corresponding histograms of
bedform wavelength for each colored and labeled segment as seen in panel b and c.
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To examine the relationship between bedform geogmnsdtifts and variability in hydrodynamics, the time
series is segmented based upon forcing conditaorsa histogram of bedform wavelength is compubed f
each segment (Figure 5). Figure 5b shows a ratauoEnt magnitude to wave orbital velocity, analag

to Li and Amos (1998), where bedforms are thoughi¢ wave formed wheld/u, < 0.5, combined wave
current formed when 0.8%u, < 1 or current formed whetd/u, > 1. Segments A and E show spring tide
without storm forcing, B and G show neap tide withstorm forcing, C and F show neap tide with storm
forcing, and D and H show spring tide with stornmcfng.

When comparing periods of spring tide to neap tiitbout storm forcing, spring tide histograms A gad
show an occurrence of larger wavelength bedforn&rfOor greater) that are not evident during nédg t
without storms (B and G). When viewing histogranmAight of Figure 5b and 5c, it is evident thaesle
larger wavelength bedforms were formed with theebie$ strong currents. During neap tide the floide t
current is much weaker than during spring tide doés not likely generate these large wavelength
bedforms. Even though segment B shows data Wiilp, > 1, which would indicate current induced
bedforms, the magnitude of the current and orbieddcities during this period are low, suggestingttin
this case current dominance erodes existing bedfaatiher than forms new bedforms. Without storms,
bedforms formed during neap tide and in-betweetogsrof strong current during spring tide are wave
induced U/u, < 0.5).
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Figure 6. Histograms of bedform wavelength and atign rates based upon legend data segmentatidgtisn\Wach

panel, each histogram distribution is relative tself and not to the entire dataset, meaning irejsaa) and d) the
distribution of bedform wavelength and migratioteres accounting for instances occurring withinyospring tide or
only neap tide. The percent of the dataset th& fithin spring tide or neap tide is labeled ie tipper right hand
corner of d) for both panels. b) and e) Histografhbedform wavelength and migration rate, respebfj\segmented
by periods of calm and storm. The percent of thiagtd that falls within calm and storm periods lateled in the
upper right hand corner of e) for both panels. m)l & Histograms of bedform wavelength and migratiate,

respectively, segmented by periods of wave domihfitev and combined flow. The percent of the dataisat falls

within wave dominated and combined flow conditiemtabeled in the upper right hand corner of f)lfoth panels.
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When storms do occur during neap tidal periodsr{@€ i), there are a few instances of larger wavéteng
bedforms; however during these periods U/u, is generally< 0.5, suggesting that these wave formed
bedforms as well. The wavelength of these bedfdasnas times longer due to the larger storm wavée T
largest wavelength and most dynamic bedforms odating spring tide with the onset of a storm (D and
H). The hydrodynamic forcing is greatest during theand H segments (Figure 4b and 4c), and these
bedforms were at times wave induced, current inducecombined wave-current induced, with the latge
bedforms being formed during periods of combinedeveurrent forcing (Figure 5b).

Observations of bedform geometry and mobility @& 8and Engine are observed to be variable based on
the phase of the tide as well as the presencestifren. Histograms of bedform wavelength and migrati
rates are segmented into observations based upiniy sjgle and neap tide (Figure 6a and 6d), caloh an
storm conditions (Figure 6b and 6e), and wave dantirU/u, < 0.5) and current or combined flow
dominant U/u, > 0.5) (Figure 6¢ and 6f). These histograms alaive to only the data in the respective
segment, rather than the entire set of observatisnwias the case for the histograms in Figure & Th
percentage of data falling into each segment iskethin the upper right hand corner of the rightchan
panels in Figure 6. These 12 histograms summagig®rs driving bedform transformation and mobility
during the deployment.

As bedforms get larger they can have a progressiyeater influence on the local hydrodynamics.hHwit
the addition of increased bedform migration rates move more sediment, the effect on coastal @hang
could be more important. This suggests that thermence of larger wavelength bedfornis>(0.8 m) with
increased migration rate¥ s> 1 cm/min) may be disproportionally important te thet transport.

Although there were many observed occurrences allemwavelength bedformst & 0.8 m) during all
tides, there were slightly (10%) more, larger wawgth bedformsA(> 0.8 m) during spring tides (Figure
6a). A similar variation is observed in the migoatirate, with 5% increased occurrence of largerrauign
rates during spring tide compared to neap tide.

During the experiment storm conditions were pre$en27% of the dataset. Under storm forcing, there

a 20% increase in occurrence of larger wavelengttfdsms and an 8% increase in occurrence of higher
bedform migration rates (Figure 6b and 6e) comp#razhlm conditions. Although during spring andmea
tidal periods two storms of similar magnitude ocedr the spring tide bedforms had a higher frequefic
occurrence of larger wavelength bedforms than riehkp (Figure 6a), a result that can be attributed t
strong tidal currents of spring tide (as seen iguFé 4) in conjunction with additional storm forgin
Spring tides with the addition of storm waves had28 increase in occurrence of larger wavelength
bedforms and a 5% increase of higher migratiorsrateen compared to the rest of the dataset (Figure
periods D and H).

Histograms shown in Figure 6c and 6f show that doet flows are responsible for a 14% increase in
occurrence of larger wavelength bedforms and a i8%ease in occurrence of higher migration rates
when compared to the distributions of wave domirfilauts only.

The influence of combined flows (0.B#u, < 1) on bedform wavelength and migration rates @shin
Figure 7. Bedforms with wavelengths greater thah . can occur during wave dominant, combined
wave-current dominant, and current dominant forangditions with variable migration rates (from no
migration to high migration). However, the largestserved migration rates occurred during periods of
combined flows and slightly current dominated flofitsshould be noted that there are a few occusgnc
of large migration rates in wave dominant condgiopossibly due to wave asymmetries when waves get
large). Within combined flow conditions, as migoati rates increase, bedform wavelengths are also
generally larger. These large and rapidly migrabedforms are likely to be transporting the mostsaer

unit time and are linked to flow conditions chaeaited by strong tidal currents coincident withrsto
waves (Figure 5).
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Figure 7. Scatter plot of the ratio of current velocity to orbital velocity plotted against bedform migration rate and
colored by bedform wavelength. Dashed lines indicate cutoffs for defined wave, wave-current, and current dominant
conditions.

4. Conclusion

Observations of local hydrodynamics and morphologiicate that both wave and mean current forcing
contribute to the transformation and migration afarshore bedforms during both calm and storm
conditions. At the Sand Engine, bedform dynamiessarongly tidally regulated and greatly influendsd
additional forcing from storms.

With the presence of a storm and in the absencstrohg spring tidal currents, bedforms are generall
wave dominated. Wave dominated bedforms can bedarge depending upon the size of the waves.
Additionally, bedforms are shown to become purelgrent driven during spring flood tides in the alrse

of an imposed storm. Within these field observagjaihe largest and fastest moving bedforms occurred
during combined flows during spring tides and stavaves, suggesting that combined forcing events may
have the greatest influence on morphodynamics.

Overall, results show that combined flows can satislly contribute to changes in nearshore
morphology, more than with wave or current forcalgne. Often, sediment transport models account for
transport due to waves or due to currents, buttietcombined effects of wave-current forcing. This
research suggests that combined flow effects apoitant to bedform geometries and migration, and
should be considered within sediment transport nsodexamination of the combined flow effects upon
bedform formation and influence upon sediment parisflux as well as its contribution to local ctas
change is the subject of ongoing research.
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